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Abstract  

The article provides a way to quantify the role of information and 

knowledge in growth through structural adjustments. The more is known 

about environmental patterns, the more growth can be obtained by 

redistributing resources accordingly among the evolving sectors (e.g. 

bet-hedging). Formal equations show that the amount of information 

about the environmental pattern is directly linked to the growth 

potential. This can be quantified by treating both information and 

knowledge formally through metrics like Shannon’s mutual information 

and algorithmic Kolmogorov complexity from information theory and 

computer science. These mathematical metrics emerge naturally from 

our evolutionary equations. As such, information becomes a quantifiable 

ingredient of growth. The policy mechanism to convert information and 

knowledge into growth is structural adjustment. The presented 

approach is applied to the empirical case of U.S. export to showcase how 

information converts into growth potential.  
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Highlights: 

 Computer science definitions of information and knowledge are 

applied to economics 

 Shannon entropy and mutual information emerge from our 

evolutionary equations 

 Information and knowledge become quantifiable ingredients of 

growth  

 A direct relationship is shown between information and growth 

potential  

 Changing economic structures according to this information 

optimizes growth 
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The Nobel-laureate and co-founder of the Santa Fe Institute, Murray Gell-Mann, came to the 

conclusion that although complex systems “differ widely in their … attributes, they resemble one another 

in the way they handle information. That common feature is perhaps the best starting point for exploring 

how they operate” (1995, p. 21). The article uses formal definitions of information and knowledge from 

information theory and computer science, links them to related definitions from evolutionary economics, 

and showcases the how information can inform structural change in the economy. Information theoretic 

metrics of information naturally emerge from evolutionary decompositions of growth and can directly be 

linked to the growth potential due to the redistribution of resources (i.e. structural change of the 

economic population).  

An intuitive micro-economic example will set the stage and introduce the presented argument. 

Imagine a bakery that produces salty and sweet goods. If nothing else is known about the future 

environment, economic evolution would suggest to let market selection winnow out the more profitable 

among these two business options (Nelson and Winter, 1985). However, if we have information about 

future dynamics, it might be profitable to intervene into market selection. Recent big data analysis of 

statistical patterns has revealed that the demand for sweet goods grows with rain and the demand for 

salty goods with sunshine. This information about the environment allows to adjust the structure of its 

product offerings to the identified environmental pattern. The more it knows about the relation, the more 

growth potential. Being aware of this relationship and the environmental pattern with regard to rain and 

sunshine, productivity increments of up to 20 % have been reported for individual bakeries (Christensen, 

2012). The potential to grow depends on what is known about the uncertain future environment. 

The article shows how information and the resulting growth potential relate through a logic of bet-

hedging. This is includes two steps. “On the one hand there is a need to observe and to know, on the other 

hand there is a need to modify the external environment” (Saviotti, 2004; p. 101). Or to use the well-

known concepts from Lundvall and Johnson (1994): for one we need to ‘know what’ (e.g. the relation 

between baked goods and the weather), and additionally we need to ‘know how’ (e.g. how to redistribute 

proportions to optimize growth). We will use a simple evolutionary decomposition of growth to formalize 

the optimal relationship between growth and the distribution of the evolving population (be it proportions 

of baked goods or shares of economic sectors). We will forgo the details of how this redistribution can be 

implemented in practice (as there is a large variety of options available), but focus on the fact that there 

is a formal and quantifiable relation between the amount of information and the potential to grow. The 

more is known about the future, the more efficient can be the restructuring, the higher the obtainable 

growth rate. Better information and the respective redistribution of resources hinge upon each other. 

This converts formal definitions of information and knowledge into a quantifiable input for economic 

growth. Longstanding information theoretic metrics of information emerge as an integral part of our 

evolutionary equations, including Shannon’s (1948) entropy and mutual information, Kullback-Leibler’s 

relative entropy (1951), Massey’s directed (causal) information (1990), and Kolmogorov’s algorithmic 

information / knowledge (i.e. Kolmogorov (1968) complexity). These metrics are traditionally used in 

engineering, physics and computer science, but turn out to be very useful when conceptualizing economic 

dynamics. The policy tool to convert information and knowledge into growth is structural change through 

the redistribution of resources among the constituent sectors of an evolving economic population. 

A formalization of the relation between information and knowledge and growth becomes increasingly 

important in a big data world in which a myriad of previously unknown environmental patterns are 
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identified thanks to the unprecedented amount of available information about all kinds of dynamics and 

structures (e.g. Mayer-Schönberger and Cukier, 2013; Hilbert, 2016). It is claimed that the “data-driven 

economy” (European Commission, 2014) thrives on plain “data as a new source of growth” (OECD, 2013). 

The article shows how formal notions of information and knowledge extracted from data relate to growth 

through structural change, which formalizes the idea of “harnessing big data to unleash the next wave of 

growth” (Manyika et al., 2011).  

The article consists of four main parts. It first introduces the formal metrics used to quantify 

information and knowledge, such as “Kolmogorov complexity” and “Shannon information”. References 

are made to related conceptualizations from the literature of evolutionary economics and business 

knowledge management to put these mathematical notions into the existing social context. The next 

section uses a complete decomposition of growth and introduces the logic of bet-hedging. Bet-hedging 

can be shown to optimize growth given existing information / knowledge about environmental patterns. 

This follows the basic result of Kelly (1956) and more recent contribution in the field of portfolio theory 

and biological bet-hedging. The third section provides empirical evidence of the derived results. It 

quantifies the role of information for potential structural adjustments in the U.S. export economy. The 

final sections discuss the underlying assumptions of the presented logic and possible extensions. 

 

 

1. How to formalize “knowledge” and “information”? 
We start by defining our notions of information and knowledge. There is a desperate need for 

“sharpening the distinctions between information and knowledge… [last but not least, due to] the 

continued acceleration of innovations in information and communication technologies” (Cohendet and 

Steinmueller, 2000; p. 195). We will turn the tables of this momentum and use the proper definitions of 

information and knowledge employed by information and communication technologies to distinguish 

between them. In agreement with the well-known data-information-knowledge framework from the 

business knowledge management literature (Zeleny, 1986; Ackoff, 1989), also in information theory 

“information is defined in terms of data, knowledge in terms of information” (Rowley, 2007; p. 163). Also 

engineers and computer scientists see “information and knowledge are two very different, although 

related concepts” (Saviotti, 2004; p. 105). It turns out that formal definitions of knowledge (in form of 

“Kolmogorov complexity”) and information (in the form of “Shannon entropy”) are two sides of the same 

coin. Just like two sides of a coin, they are not identical, but they are two complementary ways of showing 

the same average quantity.  

 

1.1 Data, information, and knowledge in information theory 

In information theory, data is usually defined as symbols without any meaning or value. Data is 

defined as any distinction, any perceivable difference. This variation can be visual, auditory, tactile, 

olfactory, gustatory, imagery, or dynamic in time, etc. Digital data are represented as different kinds of 

differences, the most fundamental of them being binary, such as current or no current (in an electronic 

circuit), light or no light (in a fiber-optic cable), certain wave or not (in cellular frequency spectrum), etc. 
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Conceptually the placeholder 0 and 1 is often taken for this most fundamental binary difference, but this 

notation is simply social practice and can be replaced with any exclusive and exhaustive difference.  

Information is a “difference which makes a difference” (Bateson, 2000; p. 272). The difference that is 

makes is that it reduces uncertainty. If some kind of symbol shows a difference (for example either 1 or 

0), but this does not represent any surprise, it does not reduce uncertainty, and therefore is no 

information. It is simply some kind of redundant data. Information can be extracted from data by 

‘compression’, which essentially takes out all redundant data and leaves only those differences that 

effectively reduce uncertainty. The remaining quantity is called the “entropy of an information source” 

(Shannon, 1948). This is Shannon’s famous “source coding theorem” (Cover and Thomas, 2006). So 

information is defined as the opposite of uncertainty, which makes intuitively sense. If you have 

uncertainty, you do not have information, and the communication of information is the process of 

uncertainty reduction. Since uncertainty can be quantified with the mathematical tools of probability 

theory, Shannon’s information can be quantified as well in probabilistic terms. Shannon defined one bit 

of information to the ‘that that reduces uncertainty by half’. Bits (in Shannon’s sense) are the fundamental 

information units. They are defined in terms of uncertainty, not in terms of how many data symbols exist. 

A binary digit is only an information bit if it reduces uncertainty by half. This can be related to the 

somewhat vague but very common definition that information is “data that have been organized… [or] 

processed… [or] interpreted… [or] given meaning” (Rowley, 2007; p. 171), but is much more precise in its 

effect and quantitative representation. 

In the general epistemology, knowledge is often defined as “information that have been organized” 

(Rowley, 2007; p. 172) or “as actionable information” (p. 175). While “information is to be interpreted as 

factual… knowledge, on the other hand, establishes generalizations and correlations between variables. 

Knowledge is, therefore, a correlational structure” (Saviotti, 1998; p. 845). This implies that knowledge 

consists of an interlinked chain of information. Nelson and Winter (1985) famously argue that it is in its 

routines that a firm’s organizational knowledge is stored (also Becker, 2003); psychologists argue that 

behavioral patterns contain knowledge about the world that allow us to make relevant decisions (Tversky 

and Kahneman, 1974), and anthropologists claim that cultural norms represent accumulated knowledge 

(Boyd and Richerson, 2005).  

Adopting a strict computer science definition of knowledge, knowledge implies a step-by-step recipe 

of doing something, a deterministic algorithm (e.g. Brookshear, 2009; p. 205). If there is knowledge, there 

is no doubt, there is a deterministic process or procedure that defines how things go from one to the next. 

This deterministic process might be unknown (i.e. ‘tacit’, see below), but it is still deterministic. 

Theoretically, the right measure to quantify the amount of knowledge contained in a deterministically 

unfolding process has been established by Andrey Kolmogorov (1941; 1968), and independently 

developed by Solomonoff (1964) and Chaitin (1966). It is known as “Kolmogorov complexity” (Li and 

Vitanyi, 2008), or any combination of the foregoing three names (Crutchfield, 2012). It defines the amount 

of ‘knowledge’ in a deterministic algorithm to be equal to the minimum number of symbols needed to 

efficiently describe an object to a specific level of detail. In this sense, algorithms relate symbols through 

a step-by-step structure, often in time, such as through the algorithmic ‘if-then’ logic. This is in line with 

Saviotti’s intuitive definition of “knowledge as co-relational structure” (2004; p. 102). The difference to 

information is that the symbols are not probabilistic (such as information bits), but deterministic. They 

give instructions, no surprise involved.  
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1.2 An ‘amazing’ and ‘beautiful’ fact 

It turns out that Shannon’s probabilistic- and Kolmogorov’s deterministic approaches are equivalent 

asymptotically. They are two sides of the same coin. The formal mathematical proof is rather subtle (see 

Kolmogorov, 1968; Zvonkin and Levin, 1970; Leung-Yan-Cheong and Cover, 1978; Zurek, 1989), but is 

intuitive and elicits even the most hardened theorists exclamations like “amazing” (Cover and Thomas, 

2006; p. 463) and “beautiful” (Li and Vitanyi, 1997; p. 187). 

The proof shows that on average and over long descriptions the amount of uncertainty reduction that 

results from Shannon probabilistic setup is equivalent to the amount of information required by 

Kolmogorov’s approach to describe the object. ). Shannon’s probabilistic approach is like answering binary 

questions about the location of a destination on a map (‘Is it North or South?’; ‘Is it East or West?’, ‘Is it 

East or West at the crossing?’). This is in agreement with the epistemological idea that “information is 

contained in answers to questions” (Bernstein, 2011; also Ackoff, 1989). More precisely, one bit resolves 

a uniformly distributed binary uncertainty. Kolmogorov’s algorithmic approach is like describing the route 

to a destination on a map (e.g. ‘Go North, then West, if at crossing, then turn East, etc.’). The theorem 

says that both ways of defining the final destination requires on average the same number of symbols. 

This is essentially because require to create a contrast against the number of alternative possible choices 

(Cover and Thomas, 2006). The city of Davis in Northern California can be identified by isolating it from 

within a probability space that selects it from all other cities (most fundamentally by a series of binary 

choices that reduce uncertainty by half), or it can be identified by giving deterministic instructions of how 

to bypass all other cities to end up in Davis (most efficiently by giving maximal explanatory power with 

every instructional symbol). This is the basic gist behind the underlying mathematical proof (for the formal 

proof see Cover and Thomas, 2006; or Li and Vitanyi, 1997).  

Being two sides of the same coin, both quantities also complement each other. For example, when 

studying complex systems, part of the systems dynamic can be described in terms of deterministic 

structure and the other part terms of probabilistic uncertainty. This duality is succinctly expressed in 

familiar concepts of modern complexity science, such as ‘algorithmic randomness’ (Zurek, 1989), 

‘statistical mechanics’ and ‘deterministic chaos’ (Crutchfield, 2012). These terms imply that some part of 

system’s dynamic is algorithmic/mechanical/deterministic, while at the same partially being 

random/statistical/chaotic. One part refers to the part that is known about the system (deterministic, 

without doubt), the other one to the part that is unknown (probabilistic, in the worst case maximum 

entropy/uncertainty) (Shalizi and Crutchfield, 2001; Crutchfield and Feldman, 2003).  

The same logic is at the heart of the argument that finally exorcised Maxwell’s (1872) notorious 

demon by the hands of Szilard (1929), Bennett (1982) and Zurek (1989). Zurek (1989) showed that the 

demon can either ‘know’ the position of a particle to extract energy (through an algorithm), or it can make 

an uncertainty reducing observation (through informational bits). Both have the same net effect.  

Also digital technologies make complementary use of both. For example, in order for the sending and 

receiving agent to ‘know’ that an incoming symbol has a 50%-50% chance (or a 20%-80% chance, etc.), it 

requires a ‘lookup table’ with the corresponding probabilities. At the very least, the definition of 

uncertainty always requires a normalized probability space (normalizing probabilities between 0 and 1). 

In other words, every probability is conditioned on its underlying probability space (defining the number 
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of possible events and their probabilities). In modern digital applications these encoding and decoding 

‘lookup tables’ are an integral part of technological standards like ZIP, MPEG, JPEG, MP3, CDMA, or UMTS, 

ATSC, etc. Only through this ‘lookup table’ can the sender distinguish plain data from uncertainty-reducing 

information and choose to only send information (through compression), while neglecting redundant 

data. The existence of the ‘lookup table’ requires code in form of an algorithm. This algorithm might create 

a dynamic lookup table (such as with Lempel-Ziv compression), but it is nonetheless an algorithm that can 

be quantified in terms of Kolmogorov complexity (for a nice theoretical treatment of this complementarity 

see Caves, 1990). For example, first you have to know that there are 4 events that are equally likely (this 

is the given ‘lookup table’). Then two consecutive bits can allow to identify the chosen one of the 4 choices.  

The complementary nature of both is also an integral part of most existing social science definitions 

of information and knowledge. Saviotti (1998) explains that “particular pieces of information can be 

understood only in the context of a given type of knowledge” (p. 845); Jensen et al. (2007) point out that 

“in order to understand messages about the world you need to have some prior knowledge about it (p. 

681); and Cowan et al. (2000) explain that “it is the cognitive context afforded by the receiver that imparts 

meaning(s) to the information-message… The term ‘knowledge’ is simply the label affixed to the state of 

the agent’s entire cognitive context” (p.216). While these notions invoke sophisticated analogies, in the 

simplest case, this ‘cognitive context’ is a simple ‘lookup table’ (a dictionary or codebook) that allows to 

distinguish between data and uncertainty-reducing information and to de-codify the incoming symbols. 

“Thus, initial codification activity involves creating the specialized dictionary” (Cowan et al., 2000; p.225). 

Their complementarity has also economic relevance. Algorithms allow to infer information that is part 

of the algorithmic structure without the need for further measurement (observation). This is 

advantageous for prediction of the future (where empirical observations are impossible) or “if calculation 

costs are lower than measurement costs” (Saviotti, 2004; p. 104). In this sense, an economic agent can 

choose to obtain the information ‘bit by bit’ through observation (e.g. when it is enough to react to the 

clouds in the sky) or invest in creating an algorithm that allow for predicting the clouds in the sky. While 

on average the same amount of information and knowledge are required, one can option be more 

valuable than the other for particular cases. 

 

1.3 Additional characteristics 

There are certain additional characteristics of information and knowledge that usually attract the 

attention of social scientists and economists. They refer to aspects like value and meaning, tacitness, and 

the recombinant nature of knowledge. This sections puts our definitions into this context before moving 

on to the application of our definition of economic growth. As this context is complementary, the rushed 

reader can safely skip this section. 

Meaning and value: Note that none of our information theoretic definitions involve meaning or value 

per se. Metrics like entropy are always about something, as they quantify a random variable that presents 

some distribution. For example, let 𝐸 be a random variable with 𝑖 realizations, distributed according to 

𝑃(𝐸); then 𝐻(𝐸) refers to the entropy that quantifies the uniformity of the distribution through 𝐻(𝐸) =

−∑ 𝑒𝑖 log(𝑒𝑖)𝑖 . Analogously, and algorithm always does something. For example, it prioritizes content of 

a social network or moves a robotic arm. Additional information theoretic metrics also allow to see how 

much one random variable or one algorithm has in common with another one. These metrics are called 
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‘mutual information’ (Shannon, 1948; Cover and Thomas, 2006) and ‘information distance’, respectively 

(Bennett et al., 1998). For example, mutual information allows to quantify how much information a cue 𝐶 

contains about the environment  𝐼(𝐸; 𝐶) (this metric will crop up in our evolutionary equations below). 

However, it does not provide deeper meaning or value. Using Shannon’s own words, meaning would imply 

that the involved symbols (be it plain data, uncertainty reducing information, and sequential knowledge) 

“refer to or are correlated according to some system with certain physical or conceptual entities” 

(Shannon, 1948; p. 379). The resolution of a 50-50 chance could resolve an entertaining brain teaser or 

win you millions of dollars. It would in both cases represent one bit of information. If the bit would be 

perfectly correlated with another reflective bit, they would have a mutual information of of bit. But this 

would not give meaningful value to the bit. Likewise, two algorithms with the same number of symbols 

could enable you to solve humanity’s hunger problem or simply allow you to get dinner from the fridge 

and heat it up. Both require knowledge, whose content can in theory be quantified through Kolmogorov 

complexity.  

Note also that none of the definitions prohibits that they can be linked to some system with certain 

physical or conceptual entities (make them represent something meaningful), or with metrics of values or 

utility (prioritize their importance). This linking is an additional question, which sometimes it is rather 

subjective, other times can be justified more objectively, but consists in a supplementary step. For 

example, equipped with a way to quantify information and knowledge, one could then ask the 

economically relevant question of how valuable a certain unit of information or knowledge is 

(
𝑥 𝑣𝑎𝑙𝑢𝑒

𝑖𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝑏𝑖𝑡
 or 

𝑥 𝑣𝑎𝑙𝑢𝑒

𝑎𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚𝑖𝑐 𝑠𝑦𝑚𝑏𝑜𝑙
). Our foregoing definitions refer to the denominator of this more 

elaborated ratio and provide a way to unequivocally quantify plain information and knowledge, 

independent from its potential value or meaning.  

In this sense our metrics are also more fundamental than the notions from economic and game 

theoretic decision theory (e.g. Gould 1974; Spence 1976; Hirshleifer and Riley, 1992), which defines 

information as the difference in payoff with and without information, as utility in a cost-benefit analysis, 

or as any other difference in value related to chance. This decision theoretic approach treats information 

as a black box by focusing on its effects (payoff, utility, cost, etc.), but not directly on the amount of 

information and knowledge itself. Later in this article we will link information to a specific value, its fitness 

value. This approach also provides a methodological bridge to economic decision theory (see Donaldson-

Matasci, et al., 2010). However, metrics of information and knowledge are not automatically linked to 

value. 

Tacitness: Economists are fascinated with the fact that not all the details of all knowledge structures 

are understood, articulable, or readily tractable. An agent might not be aware or might not be able to 

articulate the details of a procedure, which is then referred to as “tacit knowledge” (Polanyi, 1966). It is 

important to recognize that this does not change the fact that some kind of neural, social, or natural 

pattern underpins the executed procedure. At the end, some kind of result is repeatedly achieved through 

a certain (hidden) process. Information theorists speak about ‘hidden states’ and frequently model them 

with ‘hidden Markov models’, which imply that there are some states and dynamics that are not captured 

by the model. These are then modelled with probabilistic uncertainty (if they would be known, their 

deterministic algorithm would be revealed). In economic epistemology, the opposite of tacit knowledge 

is codified or explicit knowledge, whereas knowledge codification is defined as “the process of conversion 

of knowledge into messages which can be then processed as information” (Cowan and Foray, 1997; p. 
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596). In practice “it is difficult to argue that explicit knowledge, recorded in documents and information 

systems, is any more or less than information” (Rowley, 2007; p. 175). While this led to much confusion 

in economic literature (Cowan et al., 2000), from our information theoretic perspective the source of the 

confusion is clearly identifiable as the fact that both informational bits and algorithms consist of optimized 

symbols (often in binary form, such as 0s and 1s). However, our distinction consists in the fact that one is 

probabilistic (such as a chain of answers to questions), and the other deterministic (such as being an 

integral part of an explicitly codified procedure).  

Heuristics: Behavioral economists often point out that some procedures are not optimal solutions for 

a specific task. They are merely approximate heuristics (Tversky and Kahneman, 1974). This also does not 

change the fact that some patterns does exist. Most practical computer algorithms work with shortcutting 

heuristics that provide an acceptable solution in return for speed and lower computational intensity. 

The origin of knowledge: An important body of economic literature asks where new, innovative 

insights come from. The general consensus is that new knowledge emerges from the recombination of 

existing knowledge (e.g. Poincare, 1908; Schumpeter, 1939; Weitzman, 1998; Antonelli et al., 2010; Tria 

et al., 2014; Youn et al., 2015), be it by inductive observation or deductive inference. This notion is 

certainly very familiar to everybody who has written ‘new algorithms’ by ‘copy-pasting’ existing modules, 

subroutines, or callable function. While the notions here are certainly in agreement with these ideas, this 

article will not go further into this subject of the creation of new knowledge.  

 

1.4 An application to growth economics 

Applied to growth dynamics, the basic setup to illustrate the effect of information and knowledge on 

growth is similar to a fitness matrix such as customary in evolutionary game theory (e.g. Neumann and 

Morgenstern 1944; Nowak 2006). If the economic agent knows the unfolding dynamics of a deterministic 

environmental pattern, there is no doubt on how to best allocate resources. Table I shows a simplistic 

illustrative example with a two type population and the deterministic unfolding of two environmental 

states (“bull-“ and “bear-environment”). The two types could be two types of products, companies, or 

economic sectors, etc. It is customary in evolutionary theory to interpret the growth rate of a population 

as its fitness (biologists usually refer to the growth rate as the “rate of reproduction”, while game theorists 

refer to it as the “payoff”, Nowak, 2006; p. 14; 55). The fitness of each type in each environmental state 

is represented with the growth factor  𝑤 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑢𝑛𝑖𝑡𝑠 𝑎𝑡 𝑡𝑖𝑚𝑒 𝑡+1

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑢𝑛𝑖𝑡𝑠 𝑎𝑡 𝑡𝑖𝑚𝑒 𝑡
. The units of growth can be US$, 

number of workers, firms, patents, or any other countable variable or composite index. We use a capital 

letter 𝑊 to indicate a superior growth rate over the inferior fitness: W> 𝑤. The table shows that the 

growth rate of type 1, 𝑊1, is larger than the growth rate of type 2, 𝑤2 in a “bull-environment”, and the 

other way around for “bear-states”. If the agent is able to reallocate resources between types, this 

knowledge would allow the agent to optimize the population growth by always allocating 100 % of the 

resources at the share with the large fitness 𝑊𝑖, resulting in a long-term growth of: ∏ 𝑊𝑡𝑡 =

𝑊1
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑏𝑢𝑙𝑙 𝑝𝑒𝑟𝑖𝑜𝑑𝑠

∗ 𝑊2
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑏𝑒𝑎𝑟 𝑝𝑒𝑟𝑖𝑜𝑑𝑠

.  

Knowledge about the unfolding of a dynamical system with two environmental states can be 

represented with a binary code (e.g. 1 and 0). The descriptive algorithm for Table I is: 110110110110… 

(bull-bull-bear –bull-bull -bear…) . If this pattern is stationary in time, we can compress it by noticing that 
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a bull-state is always followed by two bear-states, resulting in a compressed algorithm that looks 

something like: [repeat 110]. This algorithm defines an endless time series in a deterministic manner. 

There would be no uncertainty in the future environmental pattern. The minimum number of symbols of 

the most efficiently compressed algorithm is its Kolmogorov complexity. Note that if there would be no 

discernable pattern and the sequence would be totally random, it would not be possible to compress the 

structure. We would need to record symbol by symbol, and the algorithm would be just as long as the 

sequence. The final length of the algorithm quantifies the amount of knowledge the agent needs to 

unequivocally describe such dynamical environmental system (which in the case of Table I is a periodic 

orbit). Since it describes a deterministic pattern in time, it is referred to as ‘knowledge’ here (knowledge 

about the unfolding environment). The agent ‘knows’ the environmental pattern. 

 

Table I: Deterministic knowledge: illustrative setup of two types and two deterministic environmental 

states 

Environmental 
state 

Algorithm Proportion of type 1: 
p1 

Proportion of type 2: 
p2 = (1-p1) 

bull 1 W1 w2 

bull 1 W1 w2 
bear 0 w1 W2 

bull 1 W1 w2 

bull 1 W1 w2 
bear 0 w1 W2 

bull 1 W1 w2 

bull 1 W1 w2 
bear 0 w1 W2 

bull 1 W1 w2 

bull 1 W1 w2 
bear 0 w1 W2 

… … … … 

 

Shannon (1948) basically looked at the same issue the other way around. He asked: what is the 

likelihood that we pick one specific environmental state if we draw randomly from the universe of all 

possible states? Following the pattern from Table I, we can infer the probabilities of occurrence of each 

environmental state, with 𝑒1(𝑏𝑢𝑙𝑙) =
2

3
 and 𝑒2(𝑏𝑒𝑎𝑟) =

1

3
. Shannon derived with metric of information 

(entropy) from the uncertainty contained in a distribution like this. He concluded that information is the 

amount of uncertainty that is reduced when we are ‘informed’ about the correct state (the amount of 

surprise of finding to be in one or the other state). Table II presents a probabilistic version of the previous 

setup from Table I. Again, type 1 is better adapted to the environment 𝑒1  (𝑏𝑢𝑙𝑙), and type 2 to 

environment 𝑒2(𝑏𝑒𝑎𝑟). Here we only have probabilistic and partial insight into the unfolding of the 

dynamical system of the environment. We know the probabilities of the occurrence of an environmental 

state (its probability of occurrence), but lack insight into the temporal sequence of the events. The 

uncertainty metric entropy evaluates the uniformity of the random variable. It reaches its maximum at a 
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uniform distribution (in the binary case [0.5,0.5]) and its minimum in the case in which only one realization 

of the random variable has all probability ([1;0] or [0;1]) (Cover and Thomas, 2006).  

While it is straightforward to see that deterministic knowledge about the environment optimizes 

growth by reallocating 100% of the resources to the type with the larger fitness 𝑊 in each period (Table 

I), it is not as intuitive to see how to optimize the total population fitness in the case of mere partial 

probabilistic information about the unfolding of the environment (Table II). This questions lead us to an 

important result from information theory. As far back as 1956, Kelly had shown that if (a) populations / 

sectors are grouped in a way that different types specialize on different environments; (b) resources can 

be reallocated from one type to the other; and (c) at least partial information can be extracted about a 

future state of the environment (i.e. a probability distribution is known), growth can be optimized by 

adjusting and maintaining the proportions of the evolving population (Kelly, 1956). The resulting optimal 

growth rate is higher than the growth rate achieved by blind natural selection can be achieved (for an 

overview see Cover and Thomas, 2006; Ch.6). The beauty of the result consists in the fact that the 

achievable increase in fitness is equivalent to the amount of information about the future state of the 

environment (the mutual information 𝐼(𝐸; 𝐶)), which in the case of perfect information, converges to 

deterministic knowledge about the pattern of the environment.  

 

Table II: Probabilistic information: illustrative setup of two types and two probabilistic environmental 

states 

Probability of 
environmental state 

Proportion of type 1: 
p1 

Proportion of type 2: 
p2 = (1-p1) 

e1 (bull) W1 w2 

e2 (bear) w1 W2 

 

 

 

2. Informed intervention  
The idea of bet-hedging for risk reduction under uncertainty (also known as stochastic switching) goes 

at least back to Bernoulli in 1738 (Stearns, 2000). Kelly’s result from 1956 formalized important aspects 

of it and the notion of bet-hedging also found its way into financial portfolio theory (Latané, 1959), where 

it became a cornerstone of successful long term investment strategies, such as Warren Buffet’s (Pabrai, 

2007). Important work has recently be done by applying it to biological evolution (Bergstrom and 

Lachmann; 2004; Kussell and Leibler, 2005; Donaldson-Matasci, Bergstrom and Lachmann; 2010; Rivoire 

and Leibler, 2011). The setup links probabilities of occurrence and shares of proportions with the values 

of a fitness matrix (such as in Table II). As such, it does link information to value (the respective growth 

factor 𝑤). As a result, information theoretic bet-hedging can closely be linked to decision theory of 

behavioral economics (e.g. Gould, 1974; for a joint treatment of the biological and behavioral economics 

approaches see Donaldson-Matasci, et al., 2010). Similar results have been derived (seemingly 

independently) by Blume and Easley (1993, 2002) and led to considerable research in the evolutionary 

finance (e.g. see special issue of the Journal of Mathematical Economics, 41 (1-2); Hens and Schenk-
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Hoppe, 2005). While most of these results derive similar conclusions, especially those from economics 

literature do not use the mathematical formulations of information theory. Here we will therefore follow 

Kelly’s original logic from 1956 (and its direct extensions) to clarify the fundamental role of information 

and knowledge in structural change.  

 

2.1 Kelly’s bet-hedging 

The basic idea behind Kelly’s bet-hedging (also called Kelly gambling, or the Kelly criterion) is to not 

maximize short-term utility, but to consider the long term return over time. To optimize the long-term 

growth rate, we have to adjust our proportions of types (which refer to a variety in “space”) to the 

probabilities of environmental states (which refer to a variety in “time”). Kelly (1956) showed that in the 

extreme case where the inferior fitness of a given environmental state equals 0 (in our example: 𝑤1 =

0 = 𝑤2, resulting in a diagonal fitness matrix with non-zero values only in the diagonal), the best we can 

do is to maintain the shares of types proportional to the occurrence of their respectively favorable 

environments. A diagonal fitness matrix implies a ‘winner-takes-it-all’ logic, where only only highly 

specialized type survives. Following our case of Table II, this would result in 𝑒1(𝑏𝑢𝑙𝑙) = 𝑝1 =
1

3
 and 

𝑒2(𝑏𝑒𝑎𝑟) = 𝑝2 =
2

3
 (see Cover and Thomas, 2006; p. 161).  The technical reason behind the superiority of 

proportional betting is that a geometric expansion always overtakes arithmetic expansion (Cover and 

Thomas, 2006, Ch. 6), which is a well-known result that will not have to be explained to readers of this 

Journal. The superiority of geometric expansion (or compound interest) has become second nature to 

most economists. The result is a clear-cut one-to-one relationship between what is likely to be expected 

(‘in time’) and the allocation of current resources right now (‘in space’).  

Since differences in the fitness of types destroys proportionality through evolutionary selection 

(whereas the fitter gains share), a proportional betting strategy requires a constant redistribution of 

resources between types to maintain proportionality. This requires taking resources from the faster 

growing types and reallocating them them to the less fit types to maintain proportionality.1 Maintaining 

proportionality implies that this taking and giving adjusts the fitness of each type to the average 

population fitness, which is defined as the mean population fitness 𝑤̅ = ∑ 𝑝𝑖 ∗ 𝑤𝑖𝑖 = 𝐸[𝑤𝑖] (the expected 

value over the fitness of all types) (see Figure 1 for a schematic example).2  

 

Figure I: Bet-hedging implies a constant redistribution of resources to maintain stable proportions of 

types, stopping evolutionary (Darwinian) selection in favor of informed (Lamarckian) intervention  

                                                           
1 The exception being independence on the lower level of subtypes. If the distribution of the types of the lower 
level is independent from the distribution of the types on the higher level (pi ∩ pij = pi * pij), the lower level types 
will create the same growth rates for all higher level types, which will naturally maintain a unchanging and stable 
distribution on the higher level (maintain proportionality).  
2 If we want to maintain 𝑝𝑖 = 𝑝𝑖

𝑡+1, we need to only pass part of the faster growing type on to the next generation 

(𝑝𝑖 ∗
𝑤̅

Wi
∗
Wi

𝑤̅
= 𝑝𝑖

𝑡+1), and redistribute the rest to the less growing type, which is the remaining (1 −
𝑤̅̅

Wi
).   
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The long term growth rate is calculated by multiplying the generational growth rates of the 

population: 𝑊𝑙𝑜𝑛𝑔 𝑡𝑒𝑟𝑚̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ =  𝑤̅𝑡 ∗ 𝑤̅𝑡+1 ∗ 𝑤̅𝑡+2 ∗ …. Applied to our binary state environment from Table II, 

and sticking to the extreme case in which only the specialized type survives in a specific environment 

(minuscular 𝑤 = 0, see Figure I), and defining that 𝑤𝑖|𝑒1corresponds to the fitness given environment 𝑒1, 

the population growth over a typical sequence of N periods is: 

𝑊𝑙𝑜𝑛𝑔 𝑡𝑒𝑟𝑚̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ = (𝐸[𝑤𝑖|𝑒1])
𝑁∗𝑒1

∗ (𝐸[𝑤𝑖|𝑒2])
𝑁∗𝑒2

= 𝑤𝑖𝑡ℎ (𝑤𝑖 = 0)

= (𝑝1 ∗ 𝑊1)
𝑁∗𝑒1 ∗ (𝑝2 ∗𝑊2)

𝑁∗𝑒2                  (1) 

Maximizing the long term growth rate is equivalent to maximizing the generational exponent of 

growth, which suggests taking the logarithm and divide by N (assuming a large number of N): 

→
1

𝑁
log [∏(𝑝𝑖 ∗ 𝑊𝑖)

𝑁∗𝑒𝑖

𝑖

] = log[𝑊̿] = ∑𝑒𝑖 log(𝑝𝑖 ∗ 𝑊𝑖)

𝑖

=∑𝑒𝑖 log(𝑊𝑖)

𝑖

+∑𝑒𝑖 log(𝑝𝑖)

𝑖

                                                                       (2)

= ∑𝑒𝑖 log(𝑊𝑖)

𝑖

+ [∑𝑒𝑖 log(𝑒𝑖)

𝑖

−∑𝑒𝑖 log(𝑒𝑖)

𝑖

] +∑𝑒𝑖 log(𝑝𝑖)

𝑖

=∑𝑒𝑖 log(𝑊𝑖)

𝑖

+∑𝑒𝑖 log(𝑒𝑖)

𝑖

−∑𝑒𝑖 log (
𝑒𝑖
𝑝𝑖
)

𝑖

=∑𝑒𝑖 log(𝑊𝑖)

𝑖

−𝐻(𝐸) − 𝐷𝐾𝐿(𝐸‖𝑃)                                                           (3) 

The entire derivation is presented so the reader can appreciate the simplicity of the algebraic 

reformulations that result in the appearance of the information theoretic metrics  𝐻 and 𝐷𝐾𝐿. Equation 

(3) shows that the logarithmic time average of the population fitness log[𝑊̿] consists of three 

components. The first sets the benchmark of optimal fitness: log[𝑊̿] = ∑ 𝑒𝑖 log(𝑊𝑖)𝑖 . This implies the 

allocation of all resources in a specific environmental state to the type with superior fitness case. Reverting 

the logarithm shows this clearly: 𝑊̿ = ∏(𝑊𝑖
𝑒𝑖) (compare with the case of of deterministic knowledge 

about the environmental state in Table I). Furthermore, equation (3) shows that the attainability of this 

optimal growth factor depends on two other components. First, it depends on the uncertainty of the 

environment, its entropy 𝐻(𝐸). Entropy is one of the most fundamental measures in all science (Shannon, 

1948; Cover and Thomas, 2006). Large uncertainty implies more uniformly distributed states of the 

environment and therefore high entropy 𝐻(𝐸). This reduces the long term average growth rate (for our 

binary case, the maximum uncertainty occurs at the 50%-50% split, which accounts for 1 bit of 

environmental uncertainty). If there is no uncertainty, the entropy of the environment becomes 0, and 

we are left with the case of ‘complete information’ or a ‘perfect cue’, which enables us to pick type 1 in 

environment 1, and type 2 for environment 2. The result will be equivalent with a deterministic resource 

allocation strategy, which can be quantified by Kolmogorov’s metric for algorithmic knowledge (in the 

sense of Table I). 

Secondly, the attainable growth factor depends on the divergence between the population 

distribution and the distribution of the environment. This is measured by the relative Kullback-Leibler 

entropy 𝐷𝐾𝐿(𝐸‖𝑃) (Kullback-Leibler, 1951), which quantifies the informational inefficiency to assume 
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that the distribution is 𝑃, when the true distribution is 𝐸. It is another one of the fundamental metrics of 

information theory and just like absolute entropy, relative entropy is also always positive. It quantifies the 

familiar notion that fitness depends on the match between the population and the environment. The 

better the fit, the higher fitness: “fit-ness”, in the true sense of the word. Since the logarithm is a 

monotonically increasing function, the larger the average ratio of (
𝑒𝑖

𝑝𝑖
), the larger the Kullback-Leibler 

information between our betting strategy and the environment, and the more reduced our average long-

term growth rate. Proportional betting (with 𝑝𝑖 = 𝑒𝑖 ) therefore achieves the highest attainable long term 

population fitness by eliminating this term: log (
𝑒𝑖

𝑝𝑖
) = log(1) = 0. This implies that the time average of 

the population fitness is only reduced by the uncertainty of the environment (quantified with Shannon’s 

entropy, whereas 𝐸𝑖  stands for the expected values over all states): 

log[𝑊̿] = 𝐸𝑖[log(𝑊𝑖)] − 𝐻(𝐸)           (4) 

This provides a formal way to quantify the long-standing intuition of economists that considers 

knowledge “a form of adaptation of human beings to the external environment in which they live” 

(Saviotti, 2004; p. 101). If deterministic knowledge knowledge provides the probability distribution of the 

environment (in form of a probability ‘lookup table’), the proportions of resources can be adjusted to be 

perfectly adapted to the environment. Our equation shows that this will also optimize the growth 

potential. Optimal adaption means optimal fit and implies optimal fitness. 

 

2.2 The fitness value of information 

We can also reduce uncertainty with additional side information about the future state of the 

environment. The two sources for possible side information can be the observation of the past (‘memory’) 

and observations of third events from the present that correlate with the future (‘cues’). Let us start with 

supposing that we have a certain amount of memory that allows us to extract information about the 

future. The importance of data analysis from past patterns to make predictions becomes increasingly 

important in a big data world (Hilbert, 2016). We will ask how much such information from memory can 

increase our maximal growth rate. The memory about the past represents a new conditioning variable 𝐶. 

Based on one kind of past or another (on the realizations of the random variable 𝐶), we obtain a 

conditional likelihood of the occurrence of a certain environmental state. For example, the past could 

have been a prolonged bull market. The probabilities of a future bull or bear market conditioned on this 

past are conditional probabilities 𝑒(𝑏𝑢𝑙𝑙|𝑐 = 𝑏𝑢𝑙𝑙) and 𝑒(𝑏𝑒𝑎𝑟|𝑐 = 𝑏𝑢𝑙𝑙). We therefore end up with two 

separate environmental distributions, which are distinguished by the conditional variable 𝐶. This will 

result in two different proportional bet-hedging distributions to optimize growth, depending on the 

realization of the conditioning cue. 

We start with equation (2) from above and adjust for the fact that we now work with the fine-tuned 

conditional probability 𝑒(𝑖|𝑐) for the environment and 𝑝(𝑖|𝑐) for the respective proportional bets, and 

adjust for how often the bull or bear past occurs with 𝑒(𝑐). Aiming at maximal growth rates we stick to 

proportional betting, turning the 𝐷𝐾𝐿 term of equation (3) to 0. Therefore, the long term optimal growth 

rate, conditioned on this memory is: 
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log[𝑊𝑜𝑝𝑡.(𝐸|𝐶)] =∑𝑒(𝑐)

𝑐

∑𝑒(𝑖|𝑐)

𝑖

[𝑙𝑜𝑔(𝑊𝑖) + log(𝑝(𝑖|𝑐))]               (5)

=∑𝑒(𝑖, 𝑐)

𝑐,𝑖

𝑙𝑜𝑔(𝑊𝑖)+∑𝑒(𝑖, 𝑐)

𝑐,𝑖

log(𝑝(𝑖|𝑐)) = 𝑓𝑜𝑟 𝑝𝑟𝑜𝑝𝑜𝑟𝑡𝑖𝑜𝑛𝑎𝑙 𝑏𝑒𝑡𝑡𝑖𝑛𝑔 (𝑝 = 𝑒)

= 𝐸𝑖 [𝑙𝑜𝑔(𝑊𝑖)]− 𝐻(𝐸|𝐶)                     (6) 

The resulting term is the conditional entropy 𝐻(𝐸|𝐶). It quantifies the amount of uncertainty that is 

left after the conditional variable is known (Cover and Thomas, 2006). For the difference between the 

optimal long term growth rate with and without memory (subtracting equation (4) from equation (6)) we 

get: 

∆𝑊𝑜𝑝𝑡𝑖𝑚𝑖𝑧𝑒𝑑 = log[𝑊𝑜𝑝𝑡.(𝐸|𝐶)] − log[𝑊𝑜𝑝𝑡.(𝐸)] =

= [∑𝑒(𝑖)

𝑖

𝑙𝑜𝑔(𝑊𝑖) −𝐻(𝐸|𝐶)] − [∑𝑒(𝑖)

𝑖

𝑙𝑜𝑔(𝑊𝑖) −𝐻(𝐸)] = 𝐻(𝐸) −𝐻(𝐸|𝐶)

= 𝐼(𝐸; 𝐶)             (7)    𝐹𝑖𝑡𝑛𝑒𝑠𝑠 𝑣𝑎𝑙𝑢𝑒 𝑜𝑓 𝑖𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 

This measure is Shannon’s celebrated mutual information (Shannon, 1948). In our case it is the mutual 

information between the informational cue extracted from the past, and the current environment. If the 

logarithm to base 2 is used, it is measured in bits. It quantifies how much the memory of the past can tell 

us on average about the future (this relation is of course noisy and therefore probabilistic). In words, it 

says that information about the past can increase the optimal growth rate exactly by as much as the past 

can tell us about the future. If the past tells us a lot about the future, the mutual information between 

past and future will be high, and fitness can be increased decisively. If the future is independent from the 

past, the mutual information is 0 (Cover and Thomas, 2006), and no increase is possible. This one-to-one 

relationship between the amount of information (as quantified by Shannon) and the increase in growth 

rate provides information with a value, a fitness value.  

The fact that Shannon’s probabilistic information metric arises in these equation can be intuitively 

understood as follows (Bergstrom and Lachmann; 2005): imagine complete uncertainty among 6 equally 

likely choices (e.g. investment options). Having US$ 6, the bet hedging investor would distribute US$1 to 

each choice and surely walk out with one winning dollar. Let us assume that we receive 1 bit of 

information, which is defined by Shannon (1948) as the reduction of uncertainty by half. The investor 

would now know which half of the investment options fail. He would now equally distribute US$2 of his 

US$6 to each of the remaining 3 choices and walk out with two winning dollars. The reduction of 

uncertainty increased the growth of the payoff.  The equation shows that the logic of dividing uncertainty 

by 2 will increase gains by 2 is not a numerical coincidence, but a solid relation between uncertainty 

reduction and achievable growth.   

We can also include both the past and a related cue (e.g. the behavior of other economic agents, or 

obtain a tip from an expert), and work with two conditioning factors: both cases (with and without cue) 

are conditioned on a series of past environmental states, but the case with cue is now also conditioned 

on a series of cues from different points in time of the past (receiving one cue per generation). It is 

important to notice that cues from the past can still tell us something about the upcoming present 

(additionally to the present cue). Permuter, Young-Han and Weissman (2011) have shown that instead of 

Shannon’s mutual information, the correct measure in this more general case is Massey’s directed 
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information 𝐼(𝑐𝑢𝑒𝑠𝑛 → 𝑇𝑛) (Massey, 1990; Massey and Massey, 2005; also Kramer, 1998). If the present 

environmental state and the side information are pairwise independent (e.g. the past cue does not tell us 

anything about the present environment), then the Massey’s directed information becomes Shannon’s 

mutual information, which coincides with Kelly’s original result (1956).  

In short, the information from past experience and from present cues can allow us to predict the 

future and allows us to increase the growth rate of the population if we allocate resources accordingly. 

This result stems from the theorem that conditioning reduces entropy/uncertainty (“information can’t 

hurt”; Cover and Thomas, 2006; p.29).3 

 

2.3 Extension to mixed fitness landscapes 

Kelly’s classical result provides the most important intuition of how information is linked to growth. 

However, the math works out as nicely because it is based on the special case of a diagonal fitness matrix, 

with non-diagonal values being 0 and cancelling out (see Figure I and equation (1)). Over recent years, the 

result has been expanded to any kind of mixed (non-diagonal) fitness matrix (see Donaldson-Matasci, et 

al., 2008; 2010; Rivoire and Leibler, 2011; Hilbert, 2015). The mathematics behind this generalization 

represents any non-fatal fitness value as a combination of fitness values for a hypothetical diagonal fitness 

matrix. In other words, it assumes a hypothetical world with one perfectly specialized type per 

environment and proposes that any existing type fitness is a combination of those specialized fitness 

values over the different environmental states. The conditional weighting matrix 𝐸|𝑀 expresses the mixed 

growth landscape in which each environmental state has a specialized type. The matrix is stochastic 

(conditioned, with columns summing up to 1 over all environmental states), as it weights each type over 

the different environmental states. It answers the question: if one mixed type would be a combination of 

totally specialized types, how would they be weighted? Therefore, the reconstruction of the empirical 

mixed fitness matrix in terms of a weighted idealized fitness matrix can be expressed in terms of matrix 

algebra.   

[
𝑊1 𝑤2
𝑤1 𝑊2

] =  [
𝑊1
ℎ𝑦𝑝

0

0 𝑊2
ℎ𝑦𝑝
] ∗ [

𝑒1|𝑚1 𝑒1|𝑚2

𝑒2|𝑚1 𝑒2|𝑚2
]           (8) 

Solving for these two unknown matrixes is straightforward and can almost always be done uniquely4. 

We now have the mixed matrix in terms of a diagonal matrix and Kelly’s result tells us how to optimize 

diagonal matrixes: through a one-to-one proportionality with the environment. This suggests that the 

mixed fitness landscape matrix can be optimized by optimizing the diagonal matrix. Therefore, we 

optimize the diagonal matrix by weighing it with the environmental weights 𝑒𝑖  and solve for the optimal 

distribution of of types 𝑝𝑖  for the mixed matrix. 

[
𝑊1 𝑤2
𝑤1 𝑊2

] [
𝑝1
𝑝2
] = [

𝑊1
ℎ𝑦𝑝

0

0 𝑊2
ℎ𝑦𝑝] [

𝑒1
𝑒2
]         (9) 

                                                           
3 Conditioning reduces uncertainty only on average. A particular realization of the conditioning variable might 
increase uncertainty (for example new piece of evidence for an investor), but on average (e.g. considering the 
evidence and its compliment) uncertainty is reduced.  
4 Note that Donaldson-Matasci, et al. (2008, 2010) flip the weighting matrix, with rows summing up to 1.  
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Solving for the optimal distribution of types 𝑃 most often results in a distorted proportionality 

between the distribution of the environment and the growth-optimal distribution of types (depending on 

the combination of growth rates in the matrix of Table II). The nice one-to-one proportionality between 

the distribution of types and environmental states is distorted. Additionally, unfortunately, the math 

works out in such a way that some combination require a distribution of types that call for 𝑝
𝑖
< 0 or 𝑝

𝑖
>

1, which is of course undefined. This suggests to bet all resources on the share with 𝑝
𝑖
> 1 and none on 

the share with 𝑝
𝑖
< 0, which has been called a “pure strategy” (Rivoire and Leibler, 2011), i.e. all bets on 

one type. Between those extremes exists the so-called “region of bet-hedging” (Donaldson-Matasci, et 

al., 2010) a in which bet-hedging suggests for a “mixed strategy” with certain proportions of types. 

Hilbert (2015) derived a complete decomposition of evolutionary fitness in information theoretic 

terms, which shows that the constraint from the mixed fitness landscape is also a relative entropy. It 

quantified the informational divergence between the the environment from the point of view of the 

weighting matrix, and from the point of view from the population after average updating at time 𝑡 +: 

𝑃𝑡+. When growth is optimized, this results in a form that corresponds to Kelly’s equation (see equation 

(3)): 

log(𝑊̿) =  𝐸[log 𝑊.
𝑑 ]⏟      

𝑛𝑜𝑖𝑠𝑒𝑙𝑒𝑠𝑠 𝑐ℎ𝑎𝑛𝑛𝑒𝑙

− 𝐻(𝐸)⏟  
𝑒𝑛𝑣.𝑢𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛𝑡𝑦

− 𝐷𝐾𝐿(𝑒|𝑝
𝑡+ ‖ 𝑒|𝑚)⏟          

 𝑒𝑚𝑝𝑖𝑟𝑖𝑐𝑎𝑙 𝑙𝑎𝑛𝑑𝑠𝑐𝑝𝑎𝑒 𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡

   (10) 

This last 𝐷𝐾𝐿 terms disappears in the cases where bet-hedging is possible (be it one-to-one 

proportional for Kelly’s Kelly’s diagonal fitness matrix, or non-proportional bet-hedging for mixed fitness 

landscapes ‘within the region of bet-hedging’). This takes the same form as equation (4). Outside the 

region of bet-hedging (when all resources are best allocated on one specific type, while the other type 

receive no resources) this 𝐷𝐾𝐿 term reduces the achievable level of fitness. 

  

 

3. Empirical application 
Let us explore an empirical application of the presented logic to illustrate the role of information in 

structural change. We use export data from UN COMTRADE (UNSD, 2012), more specifically, the cleaned 

NBER version of the dataset from Feenstra, et al. (2005) (SITC, rev.2).5 Our population structure 

distinguishes between manufacturing and non-manufacturing sectors in U.S. exports (i.e. grouping the 

first digit sectors “6 Manufactured goods classified chiefly by materials”, “7 Machinery and transport 

equipment”, “8 Miscellaneous manufactured articles” versus the remaining sectors of digits 1-5). Over the 

three decades, the manufacturing sector varies between 41.3 % and 58.6 % of the total, while U.S. export 

grows from US$ 27.2 to 316.61 billion, with an annual compound growth rate of 8.227 % (see Figure II).  

                                                           
5 Since the records are often still incomplete (which introduces disruptive discontinuity in our time-sensitive 
evolutionary analysis), we limit the dataset to the 512 four digit export items with the most complete record. On 
average, roughly 1,300 four digit items are presented in the database, but many of them contain records only for a 
couple of sporadic years. The cutoff of 512 was defined because otherwise items that have less than 50% of its 
time history record complete would have to be included into the analysis (sporadically missing records were 
interpolated). 
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Figure II: Evolution of U.S. export structure (1969-2000) based on the 512 most complete export fourth 

digit SITC rev. 2 items, as shares of nominal millions US$.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Source: based on UNSD (2012) and Feenstra, et al. (2005). 

 

 

We choose to detect an environmental distribution 𝐸 by counting the shares in which one subsector 

grows faster than the other one.  It turns out that 64.5 % of the years are a manufacturing friendly 

environment. This allows us to empirically detect the corresponding fitness matrix 
. 𝑝(𝑟𝑒𝑠𝑡) 𝑝(𝑚𝑎𝑛𝑢𝑓)

𝑒(𝑟𝑒𝑠𝑡) 1.135 1.004
𝑒(𝑚𝑎𝑛𝑢𝑓) 1.054 1.128

. Equation (8) allows to calculate an empirical version of equation (9): 

[
1.135 1.004
1.054 1.128

] [
𝑝(𝑟𝑒𝑠𝑡)
𝑝(𝑚𝑎𝑛𝑢𝑓)

] = [
2.978 0
0 1.702

] [
0.355
0.645

] 

Solving it shows that the result lies within ‘region of bet-hedging’ and that optimality is achieved if the 

manufacturing sector would represent a sable share of 𝑝(𝑚𝑎𝑛𝑢𝑓) = 0.598 of the export. Following this 

strategy would increase total export to US$ 325.68 billion or a compound annual fitness rate of 8.337 %.  

An ingenious economist or econometrician could now look for side information linked to this 

evolutionary trajectory. Imagine some kind of big data analysis concludes that an important indicator is 

the exports of machinery and transport equipment of neighboring Canada (taken from the same statistical 

source). We could therefore device a different strategy if Canadian machinery export of the previous year 

has increased (these years are indicated with grey bars in Figure II). This introduces a conditioning variable, 

and results in two different strategies. The application of equations (5) and (6) recommends to opt for a 
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stable share of 𝑝(𝑚𝑎𝑛𝑢𝑓) = 54.6 % if last year’s Canadian machinery experts have increased, and a 

share of 𝑝(𝑚𝑎𝑛𝑢𝑓) = 64.2 % if not. This fine-tuned strategy increases total exports to US$325.78 or a 

compound annual growth rate of 8.338. While this might not seem as much, the driver of this increase in 

growth has been plain information. In terms of equation (7), this can be shown quantitatively (entropy 

measured in information bits with a logarithm of base 2): 

log[𝑊𝑜𝑝𝑡.(𝐸|𝐶)] − log[𝑊𝑜𝑝𝑡.(𝐸)] = log[1.08338] − log[1.08337] = 𝐻(𝐸) − 𝐻(𝐸|𝐶)

= 0.93831 − 0.93830 = 0.00001 = 𝐼(𝐸; 𝐶) 

The achieved increase in fitness is exactly equal to the mutual information between the cue (Canada’s 

machine export) and the environmental pattern of the U.S. export. There is not much mutual information 

between those two, but even this can make a difference, as it would increase U.S. exports by US$ 100. Of 

course, finding strong predictors are at the heard of much econometric and machine learning analytics.  

A perfect cue would imply complete deterministic knowledge of the entire environmental pattern (in 

line with Table I). A complete algorithm would tell us with unequivocal foresight which sector would grow 

faster in which year, and in theory allow us to allocate all available resources to this sector to exploit this 

higher growth to the fullest. Following our empirically identified fitness matrix and its environmental 

distribution, this would give us [1.1350.355 ∗ 1.1280.645 = 1.1306], or a compound annual growth rate 

of 13.06 %. This implies that the fitness value of complete knowledge would be an additional 4.8 % of 

annual growth (compared to the empirically detected growth rate), which would catapult U.S. exports to 

US$ 1.22 trillion over 31 years.  

 

4. Discussion of limitations and extensions 

This final section emphasizes the implicit assumptions of the presented approach, outlines some of 

its limitations, and presents possible extensions and outstanding challenges for a future research agenda.  

Exogenous growth: The presented approach is an exogenous growth model. It does not explain where 

the fitness landscape of Tables I and II come from. They might be internally produced or externally given, 

but they assumed to be found in empirical reality.  

Environmental stationarity: Probabilistic bet-hedging requires the fitness landscape to be stationary. 

Otherwise the environmental distribution could not be calculated. Cherkashin, Farmer and Lloyd (2009) 

analyzed what happens in the case of density dependence, that is when the odds of environmental 

occurrence 𝐸 is influenced by the allocation of resources 𝑃. This feedback loop endogenizes the 

environmental distribution. They show numerically and analytically that wealth converges on a stable 

environmental distribution and a single optimal strategy. In general, if types foster unfavorable 

environments, mixed bet-hedging are optimal, while pure extremist strategies are superior for types that 

fosters favorable environments.       

Easy resource redistribution: Bet-hedging assumes that one can readily redistribute resources 

between types. This might not work if resource investments are irreversible and bound for a long time 

(Demers, 1991), have some lag-time (even an investment firm cannot move several billion dollars 

immediately through a market), or are not readily convertible (e.g. human capital).   
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Darwin vs. Lamarck: Our analysis does not define the practical nature of this redistribution 

mechanism, nor how it arises. In biological populations, bet-hedging (also called ‘stochastic switching’) is 

often the result of blind Darwinian mutations (e.g. Maamar, Raj and Dubnau, 2007). What is born out of 

an accident, is adopted through the resulting superior growth rate. In the economy, information can be 

used proactively to guide Lamarckian intervention into the system, executed through a large variety of 

resource redistribution mechanisms, including taxes and government expenditures, insurances, private 

sector cross-subsidies, trade and capital restrictions, and others.       

Squared Fitness Matrix: We worked with an equal number of types and environmental states (of 

arbitrary fitness matrix size nxn). This assumption captures Ashby’s (1956) law of requisite variety. The 

model naturally becomes more complex as the subdivision of type specializations becomes multiary 

(which requires the definition of redistribution among more than two types) or when the number of types 

does not correspond to the number of environmental sates.  

Information asymmetry: Another assumption is that all actor types perceive the same informational 

cues from the environment. Rivoire and Leibler (2011) show that a randomization of cues actually 

increases the achievable growth rate, since the value of information acquired collectively by the 

heterogeneous population exceeds the value of the information acquired by any homogenous group of 

types with identical perception. This is in agreement with Hayek’s (1945) classical argument that a 

centrally planned market could never match the efficiency of the decentralized market because any 

individual knows only a small fraction of all which is known collectively.  

Information cost: Our setup no cost for information perception, collection and analysis. This means 

that cues and memory come for free. It is straightforward to include a cost variable and this will obviously 

reduce the lucrativeness of bet-hedging. Kussell and Leibler (2005) showed that a population can afford 

to pay more for information the more uncertain its environment.  

Average results: There are two mathematical caveats for working with averages in space and time. 

First, conditioning reduces uncertainty and creates information only on average.3 A specific piece of 

evidence can rather create confusion and increase uncertainty, which can lead to challenges in particular 

real-world cases. Second, a typical limitation of results based on geometric expansion is the fact that the 

exact result only holds for long periods of time (in the limit asymptotically). This is in principle bad news, 

since asymptotic limits can take too long as to be relevant in practice. The good news is that Cherkashin 

(2004) was able to show that it also holds for finite period provided that their duration is not known to 

the types, which is a more realistic assumption. 

Evolution of what? A final fundamental question refers to how to define an evolving population? In 

our export example we distinguished between manufacturing and non-manufacturing products. But who 

assures us the the evolving economy cares about these two sectors? The chosen taxonomy affects the 

identified fitness landscape, its stationarity and the involved amount of information processing. We could 

as well differentiate among organizational forms as our units (Aldrich and Ruef, 2006), or classify types 

according to routines (Nelson and Winter, 1985) or cultural norms and institutionalized habits (Boyd and 

Richerson, 2005). Much future research is required to understand the fundamental units with which the 

economy processes information. The presented approach gives a quantitative formal way to go about it. 
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5. Conclusion: the quantifiable role of information for 

growth  

Returning to our example from the introduction, conditioned on past memory or a cue for the binary 

random variable rain/sunshine, a bakery can calculate likelihoods and therefore proportional shares for 

the optimal structural portfolio for salty and sweet goods. This leads to more fine-tuned (conditioned) 

strategies (e.g. one strategy conditioned on the realization of rain, and another one for sunshine).  The 

potential increase in growth depends on the amount of mutual information between the random variable 

‘weather’ and the sales pattern of baked goods. Mathematically, this increase is due to the fact that 

conditioning reduces entropy/uncertainty3 (equation (7)). In the case of a ‘perfect cue’, this string of 

information turns into ‘deterministic knowledge’ of the environmental pattern, which allows to flexible 

adjust the structural portfolio to each environmental condition, optimizing achievable growth. In this case 

we ‘know’ the deterministic future pattern (knowledge). Both, the amount of information extracted 

through probabilistic information and the amount of information contained in a deterministic algorithm 

are asymptotically equivalent. Just like Maxwell’s famous demon (Zurek, 1989) has two choices to extract 

energy (the potential to do work) from its environment (either observe or know), we have seen that the 

potential to grow social systems also hinges on either information or knowledge. The question of how 

structural change can be used as a tool to obtain growth potential depends on the amount of information 

that is obtainable from environmental patterns. We we have deterministic knowledge about the future, 

we could optimize the economic structure accordingly. With probabilistic information, we still can, but in 

a limited fashion.     

This leads to the final question of how much information and knowledge is obtainable about the short- 

and long term patterns. In essence, this question is at the heart of what economic analysis does: 

identifying patterns in market forces and human behavior in order to extract laws and rules of thumb that 

allow us describe and predict the dynamics of the system and act accordingly. In this sense, the presented 

approach shows that economics itself is a quantifiable input ingredient of economic growth. The more we 

know about the economy and its dynamics, the more we can allocate resources to enable growth.  

Information is not sufficient, but it is the necessary ingredient for growth. We can and should start to 

quantify its crucial role.  
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