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The question of “how much information” there is
in the world goes at least back to the times when
Aristotle’s student Demetrius (367 BC — ca.283
BC) was asked to organize the Library of Alexan-
dria in order to collect and quantify “how many
thousand books are there” (Aristeas 200AD,
sec. 9). Pressed by the exploding number of infor-
mation and communication technologies (ICT)
during recent decades, several research projects
have taken up this question again since the 1960s.
They differ considerably in focus, scope, and
measurement variable. Some used US$ as a
proxy for information (Machlup 1962; Porat
1977), others number of words (Ito 1981; Pool
1983; Pool et al. 1984), some focused on the
national level of a single country (Dienes 1986,
2010), others broad estimations for the entire
world (Gantz and Reinsel 2012; Lesk 1997,
Turner et al. 2014), some focused on unique infor-
mation (Bounie 2003; Lyman et al. 2000), and
others on a specific sector of society (Bohn and
Short 2009; Short et al. 2011) (for a methodolog-
ical comparison and overview see Hilbert 2012,
2015a).

The big data revolution has provided much
new interest in the idea of quantifying the amount
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of information in the world. The idea is that an
important early step in understanding a phenom-
enon consists in quantifying it: “when you can
measure what you are speaking about, and express
it in numbers, you know something about it; but
when you cannot measure it, when you cannot
express it in numbers, your knowledge is of a
meagre and unsatisfactory kind” (Lord Kelvin,
quoted from Bartlett 1968, p. 723). Understanding
the data revolution implies understanding how it
grows and evolves.

In this inventory, we mainly follow the meth-
odology of what has become a standard reference
in estimating the world’s technological informa-
tion capacity: Hilbert and Lopez (2011). The total
technological storage capacity is calculated as the
sum of the product of technological devices and
their informational storage performance. Techno-
logical performance is measured in the installed
binary hardware digits, which is then normalized
on compression rates. The hardware performance
is estimated as “installed capacity” (not the effec-
tively used capacity), which implies that it is
assumed that all technological capacities are
used to their maximum. For storage this evaluates
the maximum available storage space (“as if all
storage were filled”). The normalization on soft-
ware compression rates is important for the crea-
tion of meaningful time series, as compression
algorithms have enable to store more information
on the same hardware infrastructure over recent
decades (Hilbert 2014a; Hilbert and Loépez
2012a). We normalize on “optimally compressed
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bits” (as if all content were compressed with the
best compression algorithms possible in 2014
(Hilbert and Lopez 2012b). It would also be pos-
sible to normalize on a different standard, but the
optimal level of compression has a deeper infor-
mation theoretic conceptualization as it
approaches the entropy of the source (Shannon
1948). For the estimation of compression rates
of different content, justifiable estimates are elab-
orated for 7-years intervals (1986, 1993, 2000,
2007, 2014). For more see Hilbert (2015b) and
Loépez and Hilbert (2012).

For the following result, the estimations for the
period 19862007 follow Hilbert and Lopez
(2011). The update for 2007-2014 follows a mix
of estimates, including comparisons with more
current updates (Gantz and Reinsel 2012; Turner
et al. 2014).

Figure 1 shows that the world’s technological
capacity to store information has almost reached
5 zettabytes in 2014 (from 2.6 exabytes in 1986 to
4.6 zettabytes in 2014). This results in a com-
pound annual growth rate of some 30%. This is
about five times faster than the world economy
grew during the same period. The digitalization of
the world’s information stockpile happened in
what is a historic blink of an eye: in 1986, less
than 1% of the world’s mediated information was
still stored in digital format. By 2014, less than
0.5% is stored in analog media. Some analog
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storage media are still growing strongly today.
For example, it is well known that the long-
promised “paperless office” has still not arrived.
The usage of paper still grows with some 15% per
year (some 2.5 times faster than the economy), but
digital storage is growing at twice that speed. The
nature of this exponential growth trend leads to
the fact that until not too long ago (until the year
2002) the world still stored more information in
analog than in digital format. Our estimates deter-
mine the year 2002 as the “beginning of the digital
age” (over 50% digital).

It is useful to put these mind-boggling numbers
into context. If we would store the 4.6 optimally
compressed zettabytes of 2014 in 730 MB
CD-ROM discs (of 1.2 mm thickness), we could
build about 20 stacks of discs from the earth to the
moon. If we would store the information equiva-
lent in alphanumeric symbols in double-printed
books of 125 pages, all the world’s landmasses
could have been covered with one layer of double-
printed book paper back in 1986. By 1993 it
would have grown to 6 pages and to 20 pages in
the year 2000. By 2007 it would be one layer of
books that covers every square centimeter of the
world’s land masses, two layers by 2010/2011,
and some 14 layers by 2014 (letting us literally
stand “knee-deep in information”). If we would
make piles of these books, we would have about
4500 piles from the Earth to the sun.
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Estimating the amount of the world’s techno-
logical information capacity is only the first step.
It can and has been used as input variable to
investigate a wide variety of social science ques-
tions of the data revolution, including its interna-
tional distribution, which has shown that the
digital divide carries over to the data age (Hilbert
2014b, 2016); the changing nature of content,
which has shown that the big data age counts
with a larger ratio of alphanumeric text over
videos than the pre-2000s (Hilbert 2014c); the
crucial role of compression algorithms in the
data explosion (Hilbert 2014a), and the impact
of data capacity on issues like international trade
(Abeliansky and Hilbert 2017).
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